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ECG signal is a bio-potential signal generated by the heart muscle that can be used to detect heart abnormali-
ties. Research on the ECG signal classification becomes a topic which is done mostly by researchers. The goal
is to find the simplest algorithm, less computation but still has a good performance. In this research, the Higher
Order Complexity of Hjorth Descriptor is used to extract the feature of ECG signal. The testing data consists of
three types of ECG signal namely Normal Sinus Rhythm (NSR), Atrial Fibrillation (AF) and Congestive Heart
Failure (CHF). K-Nearest Neighbor (K-NN) and multilayer perceptron (MLP) is used for classification the feature
of the signal from Hjorth Descriptor result. Our propose method produce 94% accuracy using both MLP and
K-NN respectively.

Keywords: ECG, Hjorth Descriptor, Complexity, K-NN, MLP.

1. INTRODUCTION
Electrocardiogram (ECG) is a biological signal arising from the
electrical activity of the heart. The electrical signals of heart
trigger the onset of heart muscle contraction that pumps blood
throughout the body.1 The ECG signal representing heart health.
Abnormalities of the heart can be detected by looking at the
shape, rhythm, and the orientation of the ECG signal.1 ECG
signal has a specific shape so that by looking at the change
in shape of the ECG signal can be seen the part of heart’s
problem.2

Many digital signal processing techniques developed to be able
to recognize, determine and classify the pattern of the ECG signal
automatically. Digital signal processing techniques in the time
domain become the primary choice because it does not require
transformation to another domain. One of the methods in the
time domain is often used in lung sounds analysis is Principal
component analysis (PCA).3–5

Another method that often used is Hjorth descriptor.6 Hjorth
descriptor was originally used for the analysis of EEG sig-
nals and then used for EMG analysis,7 ECG8 and the sound of
breathing.9 The Hjorth descriptor consists of three parameters:
activity, mobility and complexity which considered representing
the characteristics of a signal. In previous research,8 we used first
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order complexity of Hjorth descriptors. The use of higher-order
complexity has not been shown in previous studies. In this work,
N -order complexity is used for ECG signal feature extraction.
N -Order Complexity is calculated from the derived signals from
1 to N +1.

By using N -order complexity order, the difference between the
classes of the ECG signal is expected to be increasingly evident
thus producing higher accuracy in ECG signal classification.

2. MATERIAL AND METHOD
2.1. Data of ECG Signal
ECG signal data used was taken from the Physionet database.10

The same data used in our previous study using the descrip-
tor Hjorth.8 The data used consists of three classes of Normal
Sinus Rhythm (NSR), Atrial fibrillation (AF) and Congestive
Heart Failure (CHF). Each class contains 50 data with length 2–3
QRS and sampling frequency of 250 Hz. NSR is a normal con-
dition in which the ECG signal is formed to have a pattern and a
rhythm.11 In AF signal occurs due to the chaotic rhythm uncoor-
dinated atrial activation. The condition is caused by degeneration
of atril.11 CHF is a condition in which the heart loses its pump-
ing ability of the heart effectively. The heart pumps less blood
to pump so it does not meet the needs of the whole body.12 In
each data, we did two processes, the data were normalized the
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amplitude and remove the DC component. The first process is
done with the equation xdc = x�n�−mean�x�. The next process
is the amplitude normalization, x�n� = xdc�n�/max �xdc� which
makes the value of xn�n� lies between−1 and+1.

2.2. Hjorth Descriptor
Hjorth descriptor is a parameter to quantize EEG characteristic.6

Hjorth descriptor consists of activity, mobility, and complexity.6

If we have x�n�, the input signal, then �0 = standard deviation
of x�n�. For x1�n�= x�n�−x�n−1� we will have �1 = variance
of x1�n�. Meanwhile, �2 = variance of x2�n�, where x2�n� =
x1�n�−x1�n−1� or generally can be formulated as:

xN �n�= xn−1�n�−xn−1�n−1� (1)

The Hjorth descriptor then expressed as in Eqs. (2)–(4).13

Activity= �2
0 (2)

Mobility=M = �2
1 /�

2
0 (3)

Complexity order of n= 2

√(
�2
n+1

�2
n

− �2
n

�2
n−1

)
(4)

In this study only complexity parameter that is used as a fea-
ture. Complexity order 1 to order 5 was used as features for input
of classifier. Order 1 to order 5 are selected as characteristics due
to the order 6 and higher produce complexity value close to zero
or tends to be flat for all data.

3. RESULTS AND DISCUSSION
Figure 1 shows xN �n� with N = 1 to 5 for the CHF signal. It is
seen that signals for N -derivative have relatively flat amplitude
but more dynamic. The same pattern is shown in Figure 2. From
both of them, it can be seen that for N -derivatives makes the
differences of the signal will be more evident.

To test the performance the results of feature extraction, we use
MLP and K-NN as classifier. Since both of them are supervised
learning classifier, we divide training data and testing data using
10-fold cross-validation, five-fold cross-validation and 50%–50%
data separation. Figure 3 displays the effect of the number of

Fig. 1. CHF Signal and its N-derivative for N = 1�2� � � � �5.

Fig. 2. NSR Signal and its N-derivative for N = 1�2� � � � �5.

Fig. 3. Effect of the number of hidden neurons in MLP to accuracy (10 fold
CV).

hidden neurons in MLP as to the accuracy of each data divi-
sion scheme. The highest accuracy is achieved using 10-fold CV
obtained 94%.
Some parameters used for performance measurement are

accuracy, sensitivity, and specificity. All the parameters are
expressed as:

Sensitivity �SE�= TP/�TP +F N � (5)

Fig. 4. Accuracy using MLP with some configuration and distribution of
training data and test data (the highest result is 94%).
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Fig. 5. Accuracy using K-NN with some configuration and distribution of
training data and test data (the highest result is 94%).

Specificity �SP�= TN/�TN +FP� (6)

Accuracy �ACC�= �TP +TN �/�TP +F N +TN +FP� (7)

Where TP: true positive, TN: true negative, FN: false negative,
and FP: false positive.

Figure 4 shows more evident comparison results in accu-
racy between the three configurations of MLP. The best results
were achieved by MLP with the configuration N-15-3 and using
10-fold CV.14 Meanwhile, the same result is shown in Figure 5.
The highest result was also obtained for a 10-fold CV on the
K-NN with K = 1 and Euclidean distance method.

Table I shows the classification error that occurred. NSR sig-
nals generate 100 % SP and SE, which means that none of the
NSR data misidentified and no data from another class known as
NSR. Meanwhile, the most common mistake is CHF signals that
are classified as AF. in AF; the abnormalities frequently appear
are rhythm and QRS complex that often not arise, while the CHF
the main difference is usually in the QRS complex.2

Compared with previous work that uses Hjorth descriptors, the
results are slightly worse.8 By using activity, mobility and com-
plexity order 1 in an earlier research can produce up to 100%
accuracy. Activity, mobility and first order complexity describe
variance of the signal, first-order variation of signal and second-
order variation of the signal. Meanwhile in this research we only
use second-order and higher-order variation of ECG signal. It
is mean that the signal tent to be flatter than the original sig-
nal. Even in this research, the results are slightly descend, but

Table I. Confusion matrix, SP, SE and accuracy at the best accuracy.

Classified as

Data NSR AF CHF Se (%) Sp (%) Acc (%)

NSR 50 0 0 100 100 94%
AF 0 48 2 96 93
CHF 0 7 43 86 98

Note: Se= sensitivity, SP = specificity, Acc= accuracy.

technically, the algorithm can produce sufficient the number of
characteristics with good consistency. The use of higher-order
complexity of Hjorth descriptor will generate features that are
multi-scale.15 Multi-scale nature is one of the fundamental prop-
erties of biological signals that a complex system.15 With the
results obtained provide the possibility of applying the feature
extraction on other biological signals using Higher-order com-
plexity of Hjorth descriptor.

4. CONCLUSIONS
On this research has presented the use of Higher-order Complex-
ity of Hjorth descriptor for feature extraction to the ECG sig-
nals classification. In the three data classes (NSR, AF and CHF),
the maximum accuracy achieved 94%. This result is slightly
lower when compared with the use of three parameters of Hjorth
descriptors as in previous work. By using Higher-order Com-
plexity of Hjorth descriptors is able to show the dynamics of the
signal on the N -order signal derivative. In this study, the data
classes of ECG signals that are used tend common abnormali-
ties. The next challenge is how the proposed method can detect
abnormal ECG signals which are rare or uncommon.
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